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Clinical decision analysis seeks to identify the
optimal managemtent strategy by modelling the un-
certainty and risks entailed in the diagnosis, natu-
ral history, and treatment of a particular problem
or disorder. Decision trees are the mrlost frequently
used mtiodel in clinical decision analysis, but can
be tedious to construct, cumrlbersomiie to use, and
comrlputationally prohibitive, especially with large,
comrlplex decision problems. We present a new
method for clinical decision analysis that combines
the techniques of decision theory and artificial in-
telligence. Our model uses a miodular represen-
tation of knowledge that simplifies model building
and enables more fully automated decision mrlak-
ing. Moreover, the model explouits probletm struc-
tures to yield better comrlputational efficiency. As
an examrlple we apply our techniques to the problemn
of management of acute deep venous thrombosis.

INTRODUCTION
(linical decision analysis, an analytic approach
to decision making based on decision theory, is
increasingly used to seek optimal decisions (or
"strategies") for clinical protocols as well as man-
agement of individual patients [1].

Typically, a decision analyst will construct a
set of decision trees to evaluate potential man-
agement strategies. There are two disadvantages
to decision trees. First, even with the help of
currently available software packages, construct-
ing and evaluating decision trees remains tedious
and requires meticulous attention to avoid intro-
ducing errors. Second, the algorithms to identify
the optimnal strategy in large, clinically relevant
decision problems may be computationally infeasi-
ble. These problems mrust be addressed if decision
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analysis is to gain widespread practical use and to
be integrated into large decision support systems.
The area of artificial intelligence known as

decision-theoretic planning has yieldecd new, alter-
native approaches for decision-making models. We
introdiuce the abstraction-based model [2], which
adldresses the problems identified earlier in the de-
cision tree model. We ap)lied this abstraction-
based model to a clinical problem to demonstrate
the model's practical advantages over the decision
trees. We refer to the fiull paper [3] for iiore de-
tailed description of the model, and disc.ussion of
additional issues.

ACUTE DEEP VENOUS
THROMBOSIS

Appropriate management of patients with sus-
pected acute deel) venous thrombosis (DVT) of
the lower extremities remains an important and
complex clinical problem. The clinical findings
of DVT do not l)ermit diagnosis with certainty
[4]. Unchecked, DVT of the calf veins (calf-
DVT) can progress to the deel) veins of the thigh
(thigh-) VT), which can c.ause pulmonary em-
bolism (PE), a condition that entails significant
morbidity and mortality. Anticoagulation therapy
for DVT is expensive and carries the risk of hemor-
rhage. Even diagnostic procedures such as venog-
raphy entail risks such as iatrogenic thrombosis or
contrast reaction.
We constructed a mnodel for diagnosis aIid treat-

mnent of DVT based on data from an article
that compared 24 different management strategies
[5]. The available cliagnostic tests are venography
(Venography), imnpedance l)lethysmography (I PG),
and real-time ultrasonography (RUS). The physi-
cian can perform a combination of tests before de-
ciding whether to treat; the decision of whether to
perform a subsequent test, or treat, or do nothing
at all, is based on the findings of previous tests.
Tests can be performed in immediate succession
or can be separated by a waiting interval. So the
physician can perform nine basic actions: Venog-
raphy, IPG, RUS, don't test, treat, don't treat,
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(cond ((and (thigh-dvt = I)
(dead = 0) (pe = 0))

(1 (NlTResult= +) 0.95
(NITResult =-) 0.05
(cost = cost + 120) 1))

(and (thigh-dvt = 0)
(dead = 0) (pe = 0))

(I (NlTResult= - 0 9
(NITResult = +) 0.1
(cost= cost+ 120) 1))

(or (dead = I) (pe = I))
(I ))))

(b)

(add-aciion IPGif--negative

(cond ((and (thigh-dvt = I) (NITResult =
(dead = 0) (pe = 0))

(1 (NlTResult = +) 0.95
(NITResult = -) 0.05
(cost= cost+ 120) 1))

(and (thigh-dvt = 0) (NITResult =
(dead = 0) (pe = 0))

(1 (NIlResult = -) 0.9
(NITResult = +) 0.1
(cost = cost + 120) 1))

(or (NITResult # -)
(dead = 1) (pe = 1))

( ))))
(c)

Figure 1: (a) Mapping between strategy trees and
plans (b) Action descriptor as specified in the
DRIPS planner for IPG (c) Action descriptor for
the composite action IPGCif.negative

wait, don't wait, and do nothing. Each basic ac-
tion describes what is true after performing the
action, condlitioned on what is true before the ac-
tion. The descriptions of these actions are sup-
plied by the physician. Figure 1.1) shows for ex-
ample how the action of performing the IPG test
is described in our model using Lisl) code. The
first line specifies the action's name as IPG. The
second through the sixth lines describe the case
where thigh-DVT is present (thigh-dvt = 1), the
patient is not dead (dead = 0) and does not have
diagnosed pulmonary embolism (pe = 0). Here
NIT stands for "noninvasive tests", and NITRe-
sult refers to the result of a noninvasive test (IPG
or RUS). In the above case performing IPG will
give a positive result with probability 0.95 ((NI-
TResult = +) 0.95), which means that a negative
result will oc.cur with probability 0.05 ((NITRe-
sult = -) 0.05); the cost of the test is $120 and is
indicated by saying the overall cost is increased by
$120 (cost = cost + 120). The next five lines cle-
scribe the effects for the case where thigh-dvt is not
present. The last two lines specify that in the case
the patient is dead or has diagnosedl pulmonary
embolism the test is not performed.

THE ABSTRACTION-BASED
DECISION MODEL

We l)egin with sorie terminology for the (lecisionl
tree rno(lel. The user supplies a set of basic ac-
tions, e.g., the set of nine actions dlescril)e(d earlier
for the DVT domain. The decision probleral has
many stages; in eaclh stage we choose to lerform
a basic action based oIn the fin(lings of the actions
perforrmecl in the earlier stages. For exarrmple, if in
the first stage we choose to l)erformn IPG, thein in
the secondl stage we cani (leci(le to l)erforrn a basic
action (a seconcl IPG, say) or Inot l)ase(l oI whether
the outcorme of IPG is positive or negative; four
decision cormbiniationis can thtus be formtulatedl for
the second stage. ancd we call suiclh a combiination
a stage policy.
Assume now that in the seconid stage we are

considering two l)olicies: either lerform IPG if the
first IPG's outcome is l)ositive, and do nothing if
negative; or perform IPG if the first IPG's outcome
is negative, an(l clo nothing if positive. This will
create in the tree model two stibtrees representing
two incorraplete strategies (Figuire La).

In our mtodel eaclh strategy can be relpresented
by "flattening" its corresptonding tree, andl we nlow
proceed to show how. ('onsider the two strategies
mentioned above. We first create two comirposite
actions representinig two considere(l policies at the
second stage: IPGCif.negative has the effect of IPG
on the branches where the first test's otutcome is
negative, and the effect of doing nothing on the
other branches; IPG if.positive has the effect of IPG
on the branches where the first test's outcomre is
l)ositive, and the effect of (loing nothig on the
other branches. Figure l.c shows the dlescriltion
of action IPG if.negative, which is created froiii the
(lescription of IPG.
We now can "flatteni" two subtrees rep)resenting

two strategies into two plans, each is a sequence
of (basic or composite) actions appearing in the
stages of the tree. For example the first strat-
egy becomes the l)lan IPG, IPG_if negative, .. (Fig-
ure la). ('alculating the expectedl utility of this
plan means first restoring the tree represeniting the
strategy, theni usinig the tree to calctulate the ex-
pected utility for the root nodle, which is returned
as the plan's or strategy's expectedtutility. In this
manner, for all strategies represented in a (set of)
decision tree(s), each can be represented with a
plan. To (1o this, all consideredl stage )olicies mrutst
first be converted into composite actions. We note
that the number of stage policies worthy of consid-
eration tends to be small; they can be identified
without ever building the dcecision tree, and the
creation of comp)osite actions involves very little
work from the user.

So far we have only shown an alternative repre-
sentation to the decision tree model. The strength

300



Mana-e Dvt

No Tests_and_Trelat Veno Tests NIT_Tests Two_Tests

No_Tsts Treat_None/All Venography Trat Veno N T rat NIT
/ \ / \ / \

/ \ // \\ //
Treat_None Treat_All Treat None/All Treat if Veno IG RUS

Treat if Treat if
Veno_high+ Veno_Any+

Two-Tests

May eWait est if reat Veno_NIT
D_ \ /N-

Don't-Wait Wait Test_if NIT- Veno if_NIT-s

Test if NIT-
/VN

Veno if NIT- NIY4,NIT-

IPG_if RUS_if
NIT- NIT-

Figure 2: A l)artial description of the abstractioni hierarchy (tree) for the DVT domain. Inter-al)stractions
are showin with clashed lines ancl sequential abstractions are slhown with solidl lines. Actions in hold letter
are leaves, denoting cormp)osite or l)asic actions.

of this nlew representatioIn is the ability to per-
fortri abstraction to rediuce comI)utation. ('onsider
the ahove two plans. Siince in the first stage we
can also clhoose to perfortn RUS insteadl of IPG,
we c.an alcid RUS to the first stage to have fouir
plans insteadl of two. Since IPG and( RUS are
very similar, it seeris reasonable to try to abstract
these two tests into a new test NIT (nioniinvasive
test). We now have only two plans: Pt as NIT,
IPG if negative, and P2 as NIT, IPG if positive,

We say IPG and RUS are two instantiations of
the action NIT; plan IPG, IPG if negative, is a
subplan of plan P1, obtained by rep)lacing the first
action in l)lan Pi with ont of its inistantiations. AIn
actioin created by asbstractinig a set of actions is
called aIn abstract action. A p)lan coIntaining only
b)asic or composite action(s) is calledl a concrete
plan, otherwise it is an abstract plan. We require
the abstraction technique to enstire that for each
abstractt plan a numreric interval calledl the expected
utility of the plan can be computed in a manner
simrilar to co-iputing the expectedtutility of a con-
crete plan, aindl the interval of tlhe expectedtutility
of a plan inicludtes the expected titility of aniy of
its stilbplans. We have reporte(l abstraction tech-
niquties satisfyiing these requirem-nenits in [6].

(onsider the case whein the lower bound of
plan p1is titility interval is greater than the up-
per bound of plan P2'S Utility interval, frori the

abstraction re(quireimr-ents it follows that any stib-
p)lan of P2 has lower expected utility than any sub-
plan of P1, andl therefore cannot be the optimal
plan. We can eliminate the plaIn P2. obtain two
subplans of Pl, calculate their exl)ectedtutilities,
anid choose the one with higher utility as the opti-
mal p)lan (strategy). Note that the expected uitil-
ities of the subplans of P2 are never calctulated.
The compuitational savings of our rmiodel rest oIn
this observation. When elimr-inating a plan, the
rmore stubplans that plan contains, the higher the
savings. We call abstracting a set of actions in a
stage into a new action inter-abstractioin. It is also
possilble to abstract actions in neighboring stages
inlto an action, e.g., if before the secoIld testing we
insert a stage of l)erformning the wait actiol, we
cani abstract the NIT actioll of the first stage with
the wait action of the next stage, thuis re(ducing
the number of stages. This type of abstraction is
calle(d sequential abstraction.

We are IIow in a position to formalize ouir ap-
lproaclh. The uiser first sup)I)lies a set of basic ac-
tions. He/she then proceedls to create cornposite
actioIls accordling to stage )olicies dleerrmedl wor-
thy of investigation. Next an abstraction hierar-
cliy is specified which encodles all plans (strate-
gies) worth c.onsidleration. A lpart of the abstrac-
tion hierarchy for the DVT dcomain in the case
where only ul) to two dliagnostic tests are allowed
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is shown oII Figure 2. The hierarclhy is actually
a tree with composite or basic actions as leaves
and abstract actions as its higher level nodes. The
root Manage-DVT, the most abstract actioni, is an
abstraction of four actions: NoiTests and Treat,
Veno-Tests, NIT_Tests, Two_Tests. (The number
of tests represents the length of the longest al-
lowed sequence of tests.) Each of these actions
further decorriposes into a sequence of actions
(seqluentially abstracted fromI actioIns in the se-

quence). For example, NIT_Tests decoiriposes into
NIT, Treat-N IT. Duie to space lirnitations, the sub-
trees for the actions TreatLN IT ancd TreatLVeno N IT
are not shown. This hierarchy encom-l-passes 1022
concrete plans; for example, one plan (an instance
of the Two-Tests action) is "IPG, Wait, Veno-if.
NIT-, Treat-if-Veno-Any+" (Treat-if-Veno-Any+ is
obtained from refining TreatLVeno-NIT). The user
now feeds the descriptions of the composite ac-
tions, the hierarchy, and a fuinction specifying how
the utility of an outcome is computed (e.g., speci-
fying utility to be direct health care cost, the prob-
ability of survival, or a combinationi of both). The
planner (corrptuter) lerforrns the following algo-
rithm to locate the optimal l)lan.

1 (Create a p)lan consisting of the root actioni ancl
ptut it inito the set plans.

2. tUntil there is no ahstract l)lai left in plans,

* Choose an abstract plan P. Refine P by
replacing an abstract action in P with all
its instantiations, yielding a set of subplans
{P1, P2, ..., Pn}. For each instantiation that is
se(luentially abstracted, replace it with the se-
quence of actions from which it is abstracted.

* (Compute the expected utility of all the suib-
plans.

* Remove P from plans andl add {P1, P2, PO}
* Elimrinlate suboptimal plans in plans by coin-

paring their utility intervals.

3. Return plans as the set of optimal l)lans.

This algorithm has been implementedl as the DRIPS
(decision-theoretic refinement planning) system.
Since DRIPS only elininates plans that it can prove
are suboptimal and if run to con-ipletion explores
the entire space of possible plans, it is guaranteed
to find the optimal plan(s).

RESULTS
To investigate the applicability of our a)l)roach
to the area of medical decision making we used
the DRIPS systemn to evaluate the DVT domain de-
scribed earlier, adding the case of performing ul) to
three tests. This new DVT domain encompasses
6,206 plans. For symplicity in this paper we define
the optimal strategy to be the one with the lowest
direct health care cost. Based on the "standard

X 1 D .Moo--_'' DRlPS
i5 _~ ~ ~~~~~~~~~~~~~~De-cisiontree

200a0 * *_

so 10 IS- 0 &

eooo Cos offa t ($hoads

i

(b) Number of plans

-

1 DRIPS

I .

40

1^000

10000

(c) Number of plans

Figure 3: (a) Ruin times for DRIPS andl a branch-
aIid- bouind dec.isioin tree evaluation algorithni for
various costs of fatality (b) RUnI times per l)lain
aIid (c.) mremory coornsumption for DRIPS andi the
branch-and-botund algorithrm for probleiris of inl-
creasing size. Memory consurmption values repre-
sent the muaxiniu-mi memory size that is re(quired
at one tirnme by each algorithm.

riodel" assuimptions of the original mo(lel [5], in
which the cost of a fatal event was set at $30,000,
DRIPS determined that the plan with the highest
expected utility was their Strategy A, "No Tests,
No Treatrrent." The cost of this plan differedl frormi
the cost identified in the reference manuscript. In
fact, for several other plans, r)RIPS calculated cost
values that differed from those published in the
source mnanuscril)t. In attemp)ting to resolve this
discrepancy, we (liscoveredl that at least one of the
24 decision trees c.onstructed by Hillluer and col-
leagues was incorrect [7].

Evaluating this myodel on our DE(-' 5000/'200
machine with uinoptimized code written in (omn-
mon Lisp took less than eight minutes. This goocl
performnance is dcue to the fact that [)RIPS used
the abstraction hierarchy to discard 5,551 (89%) of
the 6,206 possible management strategies without
explicitly identifying them, and calcuilating their
expectedtutilities. Such pruning is iml)ortant to
gain computational efficiency in large modlels.
We also uised DRIPS to perform a simple oIne-

way sensitivity analysis on the cost of a fa-
tal event. The ol)timal l)lan remainedt "No
tests, no treatment." for a cost of fatality be-
tween 0 and $73,630, At values for cost of fa-
tality between $73,630 and $200,000, the optirrial

302



plan became "I'erform IPG'(, don't wait, perform
venogral)hy if II( was positive (Veno if_NIT+),
and treat only if venography shows thighl DVT
(Treat-ifNVenoJThigh+ )."

In order to demonstrate the comrputational ef-
ficienicy of DRIPS, we comripared it to a stai)dard
l)ranch-andl-boundl algorithmln for evaluating cleci-
sioIn trees. The cornparison was (lone l)y rtun-
ninig both algorithi-iis on the DVT dlom1aiI, vary-
iIng mloImlaini size aiil l)arameters. Figure 3.a shows
the runniing tirme for DRIPS ainid the decision tree
l)ranc.h-andl-bound algorithlm on the DVT domnain
of upl) to three tests anid cost of fatality ranging
fromi-.$50,000 to $500,000. DRIPS ouitperforiris the
branch-and-bound algorithnit at all values. We
also al)p)lie(l both algorithmis to fouir versioins of
the [)VT (loirlain in which the miaxirral nutriber
of tests allowed is varied froni- onie to fouir. Figure
3.1b shCows the ruin tirmes per plan for DRIPS andl
the branch-and-bound algorithmn for eachl of the
doimaiins. The ruin tiirie per plani for the branch-
antd-bouinld algorithnm increases I-markedly (froIml .86
secoinds per plan to 1.96 seconds per )lan) as the
(lomain size inicreases while the ruin time per plain
for DRIPS acttually ctecreases (fromi .32 seconcds per
l)lan to .21 seconds per plan). This im-eeains that
the relative efficiency of DRIPS over the branch-
and-bound algorithm increases as the donmain size
increases. Figure 3.c shows that the m-IiemIIory uis-
age of DRIPS also com-iipares favorably to that of the
branch-and-bound algorithm over this samne SUite
of problerns. In the mnost extreme case, DRIPS uises
only 4.4%, as mtuc.h i-rmemory as the branch-and-
bound algorithm.

DISCUSSION
We have demonstrated empirically that ouir ap-
p)roach has far better comlutational resouirce uti-
lization than that of the decisioni tree modiel. As
we arguedl, this is necessary if cllinical (lecision
analysis is to be successftully integrated into dIe-
cision supl)ort systerns. The time efficiency of our
algorithim-r also allows the user to relax syrl)lifying
assumrnptions m-riade oni the mocdel andl to consider
iiiore strategies, thuis p)ermitting im-ore comnprehen-
sive examiniation of the domiaill.

Althouigh creating the composite actions and
the abstraction hierarchly is easy, calculating the
descriptions for abstract actions basedl on the com-
posite actions provedl to be a tedlious jol. We
are working on automating this calculatioin process
[8]]. We are also investigatiig how to automrlatically
specify the optirrial abstraction hierarchy. Ouir ap-
proaclh works with any abstraction hierarchy, but
soImle are better thain the others since they pro-
vide better p)runing. This is cuirrenitly a topic of
intensive researc.h im planning; the main idea is to
exploit, dlonltaini strtucture andct utility fulnlction regu-
larities to (lec.idle what ac.tions are best ab1strac.ted

together.
Our approach also allows the mordel builder to

drovide "modules" of information: the descrip-
tioIns of each action can he highly cornl)artmental-
ize(l. Action rno(lific.ations are p)erforrmedl by the
user oinly onI the small set of basic anid cornl)osite
actions, thus avoidling potential construction anid
rmodification errors associatedl with building (leci-
sioIn trees.
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